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Motivation
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[Ha13g] Jack Caulfield: Is ChatGPT Trustworthy? | Accuracy Tested

[Ha13g] Fionna Agomuoh: GPT-4 claims to be 40% better at producing ‘factual responses’

https://www.scribbr.com/ai-tools/is-chatgpt-trustworthy/
https://www.digitaltrends.com/computing/chatgpt-4-claims-40-percent-better-at-facts/


• RQ1: What approaches are developed to tackle the issue of factuality?

• Can external knowledge sources help to perform better?

• What types of external sources and what forms of integration exist?

• RQ2: How is the evaluation of factuality performed?

• What new datasets are developed?

• What new evaluation metrics are used?

• RQ3: How good is performance of the most promising approaches on non-general datasets?

• Is there a difference in performance on intrinsic and extrinsic errors?

• Do models perform equally on general and topic-specific datasets?

Research Approach: Research Questions
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Literature Review

Research Approach: Research Methodology
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Design Strategy

Papers and Repositories 

Review:

Search interest:

• Current approaches

• Current benchmarks

Results Extraction and Analysis

Conduct Experiments

Recreation of related work

Benchmarking:

Goal:

• Compare approaches in 

different settings

• Find pros and cons of 

benchmarks

Research ResultApproaches and Benchmark 

Selection



Company (TUM) specific dataset:

• 169 study programs

• 74 FPSO + Program Description pairs

• Most of them originally in German -> translated into English

What are the results we are aiming for:

• Relevant generated response for TUM-related questions 

• W-Questions regarding specific program, 

• Comparative questions for 2 programs

• Listing the relevant programs by specified criteria)

• Partly, a summarization of relevant parts of the documents from the dataset

Experiment Setup
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Background: External Knowledge Sources
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Generation Pipeline
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The generation could be described in 2 sequential phases

1. Finding the most relevant documents from the external source

- The documents are separated into chunks and stored as vectors (embeddings)

- The inquiry from user is transformed into a vector 

- The most cosine similar documents are returned

Possible Errors: The documents or the question could contain too much non-relevant information

2. Constructing the context for the generative model

- The documents are added to the prompt as a context and model is asked to answer the question based 

only on the context

- The library Langchain provides the possibility to simplify that process

Possible Errors: Due to non-trivial wording the model can still not understand the provided context and 

hallucinate.

Generation Pipeline

© sebis230925 Andrei Staradubets Investigating Fact Correction Approaches for Faithful Text Generation 9



Background: Factuality Types of Errors
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Mainly there are 2 types of errors:

Intrinsic Error:

Extrinsic Error:



To automatically measure the quality of the answers, different approaches could be used:

• Both for the answer and the context construct SRO triplets based on grammar relations and comparing them

Pros: Fully covers the sentence relations

Cons: No entity processing

Example: OpenIE

• Construct triplets using relation-detections models.

Pros: It unites to some extend the same entity instances under other 

names/pronouns 

Cons: No guaranties for full cover of the sentence

Example: DAE

Benchmarking: Metrics based on relation detection
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Both response and source document is encoded and score 

is assigned based on similarity metric by trained model

Pros: 

• The closest to human evaluation results

• The most used in papers and industry

Cons: Lack of interpretability

Example: FactCC, BartScore

Benchmarking: Metrics based on similarity
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• Prepare a representative set of questions regarding different TUM study programs

• Choose the most appropriate metrics and evaluate the generated responses

• Compare factuality of Generative LLM in terms of different questions and external knowledge sources.

Next Steps and Future Plans
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Time Schedule
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Jul Aug Sep Oct Nov Dec Jan

15.07.2023 – 15.01.2024

Start End

Literature Overview

Generation/Metrics 

Implementation

Approaches Evaluation

Report Writing

Analysis of Results
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